DRP-DRP: Data Replication Protocol for Disaster Recovery Planning

Hanan 8. Al-Ghamdi
King Abdul Aziz University
hsadalghamdiickan.edu.sa

Abstract

In this puper, a new Data Replication Protocol for
Disusier Recovery Planning (DRP-DRP) is proposed,
fhe primary ehjective for developing DRP-DRE was to
overcome the difficulties associared with the existing
duta replication protocols, namely syachronoas and
asyacironous protocals. The asvoncivonaons protocol
suffers from high replication futency and inconsistency
of the replicated ata, whereas the syuchronous
protocol suffers from high application latency and low
throughput of husiness applications  Furtherawore,
nuae of these two approaches considers the critivaline
of the replicated data or business policv that should he
achieved  during  the replication processes. Agent
technology was used as an aid (o develop DRP-DRP in
arder to minimize the required bandwidth cost for data
replication and to provide an estimation of the neiwork
status. The correctness of the DRP-DRP protocol and
algorithms eere verificd and the performance of the
DRE-DRI was evaluared

1. Introduction

Nowadays, the concept  of  disasier  recovery
planning. or DRP. is a key concern and  basic
requirement (or every business, Data replication is one
of the major processes of the DRI In general, there are
two  replication approaches,  synchronous  and
asynchronous replication. Fach hay s benefits und
problems [1]. Synchronous replication ensures that a
perfect copy of the data at the primary site s
maintained al u secondary site. With this replication
method, every update request at the primary site must
be processed and acknowledged from the remote site
before the next update is allowed to oceur |1]. This
warks well for replication within a local area network
(LAN) however, extending this approach 1o tansfer
data over WAN results in significant latency problems
of the business applications [2]. This latency is known
as application latency [1]. In addition. synchronous
replication incurs high bandwidth cost. and causes a
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dramatic  depradation  in the  throughput  and
performance ol the criticat business applications, This
can have a highly negative e¢fliect on business
operations; thus, synchronous replication is limited 1o
distances o 100 miles or less | 1]

In asynchranous replication, evers update request is
acknowledged locally and. in parallel, immediateh
added to a gueue ol update requests walting W be
transmilled  and  stored  at the remote  site 1]
Therefore. asynchronous  replication  eliminates  the
application  lateney  problems  associated  with
synchronous replication. IHowever, with asvnchrenous
replication, the copy at the secondary site is not pertect.
Furthermore, there is a time delay from the (ime tha »
change 15 made to the primary site and the time that the
change is upplicd 1o the sccondary site. This dme delay
is known as replication lateney and is dependent on the
network characteristics such as bandwidth, latency and
packet loss,

Theretore, there is a need for a beller dat
replication approach that can combine the best features
of cach ot the existing approaches white avoiding (heir
disadvantages. The new da replication  apprough
should have the ability o maintuin dita consistency
over a WAN connection with minimum replication and
application latency and with o low bandwidih cost.

Moreover, the new approach should also have the
ability 1o satisiy the business policies of the disaster
recovery plan and take inte account the criticality. of
the business applications which is detfined in term of
Recavery Point Objective (RPOY ol the business
application. Finally, it is also required that the new
approach have the abilily o react and adapt to the
network dynamic changes.

This puper proposes o new approach for dat
replication,  called  DRP-DRP - (Idata Replication
Protocul for Disaster Recovery Planning) which uses
agents as an aid w satisty requirements associated with
DRP. Agents are special software components that
have the ability 10 perform tasks on behall of users or
other  programs  autonomously  [3]. An o agent iy
ardoaomaons, 1 that it has the ability to work without



humans or other ggent imervention and has control
over ils actions and states. U is also secied, in thal i
cooperates with humans or other agents to achieve ils
tasks, An agent is also reactive or adapmive, in that it
has the ability to monitor its environment and respond
dyvnamically to changes that happen in the environment
[4]. Moreaver, an agent can be mohife. with the ahility
to travel from host 16 host in the computer network and
perform its tasks al remolte locations |5

The proposed DRP-DRE protocol was implemented
as 4 multi-agent system where multiple mobile agents
were used Lo perform the replication task.

The rest of this paper is organized as follows.
Section 2 describes  the DRP-DRP multi-agent
protocol, including its objectives, its operations, and its
algorithms.  Section 3 deseribes the  performance
evaluation test. Section 4 presents and discusses the
results of the performance test. Section 5 concludes the
paper,

2. DRP-DRP: Data Replication Protocol
for Disaster Recovery Planning

2.1 DRP-DRP Overview

The proposed protocol considers the data replication
between two o sites: the primary server and  the
secondary server, The following assumptions are made:

*  The two servers are connected over a WAN
and have the same initial scilings of their
internul datubases,

= The protocel considers only update requests.
Read requests are not considered since there is
no need to replicate data in this case,

o The primary server receives update requests
from the clients running different husiness
applications with different RPO necds.

The DRP-DRP busically prioritises the replication
process based on the RO of the replicaed data and
the availuble bandwidth to ensure the validity and the
availability of the most eritical data to the business on
the secondary site, The protoco] proposes maintaining
data consistency by sending severad moebile agents with
several update reguests 1o minimize the bandwidth cost
assoclated  with  synchronous  and  asvnchronous
protocols, The mobile agents are used 10 group and
replicate data items based on their RPO values,
However, the WAN nature is dynamic; therelure, the
decision aboul the data o be replicated should be taken
dynamically. This need leads w the uselulness of using
agents ay they bave the ability o sense and monitor
crvironmental changes,

2.2 DRP-DRP system model

DRP-DRP  consists ol three  main  agents:
Replicationdasterdgenr. multiple MobhileAgents and
EstimarorAgent, Figure | illustrutes the general system
architecture,

I'he ReplicationMuaster-lgent controls the
replication process and performs the  prioritization
process. The MobilvAdgent carries the updates 1o the
secondary server. ‘The Fsrimarordgent pives the multi-
agent system estimations about the network staus.
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Figure 1: DRP-DRP system architecture

2.3 Data structures

The  ReplicationMaster-gesnt

tollowing data structures:

e RPO List (RFOListy a list of KPO values of
all business applications,

o Ready to Travel List (RYL) a list of the
mabile agents’ 1Ds. Fach mobile apent is
given a unigue 1D in the list.

o Fsimated?ime: a long value, measured in
milliseconds. ol the estimated travel time
between the primary site and the secondary
site.

Each Mehiledgent in the system has two main data
slructures:

o Fimelolravel is the time in milliseconds that
tells the mobide agent when it should move to
the secondary site,

o LipdateReguestsLise s a0 list of  update
requests carrted out by the mobile agent,
tmplemented as o Sorted Set java object. The
sorting is based on the RPO.

maintains  the

2.4 Algorithms

The ReplicationMasterAdgent implements two main
behaviours running in paratlel: {pdare!databfiase and
the RTLManager. The Updite DataBase  behaviour
updates the data ttem and sends a “COMMIT message
o the application immediately. AL the same time, the



Rt Manager receives the incoming update request and
behaves according o the RPO of the application that
sends the request, Then the RILAfanager decides cither
Lo credale a4 new mobile agent Lo carry e reguest or W
add the request to the { pdate RegrestsList of @ mobile
agent  already  existing  in the R7L list. The
RILManager is implemented as an internal behaviour
ol the ReplicationMaster.dgens, and nol as a standulone
agent, to reduce the amount of communications and
message passing in the system.

Algorithm] illustrates the operations performed by
the ReplicationMuasterAdgent and Algorithm 2 illustrates
the operations performed by the AohifeAgent.

However, the main concern to be discussed here 1s
to show how these algorithms help to satisty data
replication requirements for disaster recovery planning,

First, we have o show that in the case of a disaster.
data loss at anylime will be acceptable by the business.
Second, we have o show that in the casc of low
bundwidth availability, DRP-DRP does not increase
cither the application latency or the replication latency
and does not alfect the application’s throughput.

Indeed. RTIL can be considered as a waiting list of

data 10 be replicated, However, the data waiting time
depends on the RIPO value, which is a business policy,

and the estimated travel tme. Therelore, 1o the event of

a disaster, 2l daty loss should be the data with a large
RP(:; and loosing this data at the time ol a disaster 15
acceplable to the business. Furthermore, in DRP-DRP,
updites are carried out by multiple mobile agents.
After being dispatched, the mobile agents become
independent of  the  dispatcher and  can operate
autonomously |5]. Therefore, in the case of a disaster,
all data that must be replicated before the time of the
disuster should be cither already replicated or on the
way to be replicated.

ELSE
Create a new mahile agent with
TimeToTrovel = RequestTime + RPO - EstimuatedTime;
Add Dataltem of the "UPDNTE message 1o
Update RoqueselList
Put the MubifeAgentff at the top of the
RTL
Upan Receipt of *ESNTIMATE message from Estimator Agent
Update EstimatedTime
Upon Receipt of *REMOVE' message from Mobile Agent
Remove the MobileAgentiD from the RTE
SendMoaveRegqiest:
Send 'MOYE' messape to the mobile agent which resides on the
top of the RTL
[Upon Receipt of 'PERMISSION message from Mobile Agent
Check the RTL
Send MOVE message in the absence of bigher priovity Mobile
Apgent

Algorithm 2: Qperations performed by the Mobile
Agent

Wait in the RTL until CurrentTime = TimeToTravel
Lpon Reevipt of *MOVE message OR Curreni Tinte -
TimeToTravel

Send "HEMOVYLE messape lo the

ReplicationMasterAgend

Move {0 the secondary site
Upon Receipt of 'UPDATE®

Update the Update Requesisfivt

Upon arrival at the secondary site:
Update adl data items in the UpdateRequestsList

Algorithm 1; Operations performed by the
Replication Master Agent

Fitialization:
Initialize the RPOLIst
Get the EstimutedTime
Wit Ford pdate:
IF'UPDATE ' message 3 received
THEN
L'pdate intevnal DB
Send *COMMIT message to the regquester application
Check the KPO of Lhe reguest
Check the RTY of the mobile agenty
IF there is a mobile agent in the RTL that satisfes the condition
(TimeTaTravel < (RP() + RequestTime))
THEN
Add Datafren af the *UPDATE message to
L pdareRequesisList te the mohile agent which
has the maaimum FimeToFravel satisfying the
vonditinn

However, showing that DRP-DRP has a pood
performance in the case of low bundwidth availability
can be twotold: first, upon the receipt of an update
request, DRP-DRPP updates the internal database on the
primury site and sends the update request 1w the
appropriate mobile agent in parallel. Then the DRP-
DRP sends a COMMIT message 1o the application
imnwediately, Therefore, in the case of a poor WAN
connection, the application latency  shouki not be
increased by the DRP-DRE. Second. in the DRP-DRP,
eritical data has higher priorty i the replication
process and is replicated very frequently. However, to
ensure that the replication latency of non-critical data is
not increased, i the absence of critical data, cach
mebile agent. at regular time  intervals, sends a
FermissionRequest v he ReplicarionMuasterdgent
which in turn decides i this mobile agent should moyve
or should stax longer in the YL The time intervals are
determined by cach mobile agent based on its inittal
TimeToTravel, So. cach mobile agent has diiferent
intervals. The Replicationdasterdgent uses its internal
knowledpe of the B4 (o decide it the requester apent
can move or not. Then it replies with o MOV
message  to the agent which can move. The
ReplicationMusterdgent also checks the RTL at regular
intervals equal o the least RPO value dehned. I there
is only one maobile v the system it sends a MOV




message Lo that agent. The mobile agents are created by
the RTLManager behaviour of the
ReplicationMasterAgent and waits in the RYL unul the
Time 1w Travel expires or 2 request 1o MOV s
received  lrom  the  ReplicationMasterdgent.  While
waiting in the RYY, the incoming update request
messages are added w the UpduteRequestsList. Belore
moving (o the secondary site. the mobile agent sends a
"REMOVI message o the Replicationdfusterdgent 10
temove it {rom the B7L. Upon arrival to the secondary
site, the mobile agent updates all data items locally.

3. Performance evaluation

To demonstrate the eifectiveness of the proposed
DRP-DRP. three simulators were built to simulale the
DRP-DRP. synchronous and asynchronous approaches.
Al implementations were  built using  the  Java
programming lunguage and the JADE agent framework
version 3.5. An imterface was developed for cach
implementation to set up the experiments and o clear
the  results  of  the  previous  experiment. A
ReguestGenerarordgent was used to simulate business
applications. Vor cach application, a database, using
MySOQL. was ereated. The experiments were conducted
using (wo running machines connecled by a WAN
simulated-connection. Shunra VE desktop was used o
simulate  eight different WAN  comnnections  with
different bandwidth, latency and packet loss values,
Bandwidth values range from 236 kbps to 1124 kbps:
and for cach bundwidth, two values of latency and
packel loss were selected. However, in cach test
scenario, six application agents were generaled
simulate SCADA and iront-ollice systems. The RPQ

vitJues ol these svstems were selected from the range of

applications RPPO presented  in 6] After each
experiment.  five  metrics  were  caleulated:  data
consistency. business policy satistaction, throughput.
average of application tateney, and replication latency.

4. Results and discussion

The results presented in Figure 2 shows that the
PDRP-DRP maintaing 100% datu consistency in all st
sceparios. This iy due o the fact that DRP-DRP
transfers data based on criticality level of the data, and
the estimated transier tGme. In addition, il there s any
change in the network characteristics, the DRP-DRP
will adap 1o that change by updating both, mobile
agents and the ReplicationMaster-gend.

The business polics satislaction results. presented in
FFigure 3, show that DRE-DRP achieved 100% business
policy satisfuction in most scenarios. Indeed, the worst
results of DRP-DRP were 92% und 84%. owever,

theses results were in the first two test scenarios where
the network conditions were the worst with 256 kbps
bandwidth, Therefure, o achieve 100% business
policy satistaction, DIRP-DRP should be used over a
WAN  connection  with 512 kbps  bandwidth  al
RURInum,
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Figure 2: Data consistency
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Figure 3: Business policy satisfaction

Figure 4 shows that the application latency of DRP-
DRP is close o the asynchronous protocol. This is due
to the fact that DRP-DRP. in parallel, updates the data
ftem on the primary site and sends a CCOMMITT
message W the application immediately. At the same
time, the data item is sent o the R¥L M unager which
adds the data o the RYL list. In vur opinion. the cause
of the small difference between DRP-DRP and the
asynchronous protocols is that DRP-DRP implements
additional behaviours to process the incoming update
request which in tuen introduce addilional overhead.
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Figure 4: Average application latency

Figure 5 shuws that the throughput of asynchronous
and DRP-DRP were closer 1o each other. This is



because  DRI-DRPE responds  immediately  to the
application afier updating the primary site. Morcover,
this feature of the DRP-DRIP makes it unailected by the
network claracteristics.  Theretore, in the case of
dynamic  network  changes. DRP-DRIP is  highly
recommended.
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Figure 5: Throughput

Figure 6 shows that DRP-DRP results in higher
replication latency than synchronous replication but
much less than asynchronous replication. 1t is worth
noticing that although ithe DRP-DRP maintains a
waiting queue. K77, and the waiting time lor non
critical  data, 18 supposed to increase  the  total
replication latency. Howcebver, the total replication
lateney waus not increased by DRP-DRP. This s
because in DRP-DRP cach mobile agent, at repular
time intervals, sends o PermissionReguest o the
ReplicarionMasterAyemst, which in turn decides il the
requester agent can move or not. It replics with a
‘MOVE™ message Lo the agent which can move, The
ReplicationMusterAgent also checks the RY1. at regular
intervals equal to the least R value defined. 1 there
is only one mobile in the syslem it sends a "MOVE®
message to that agent.,
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Figure 6: Average replication latency
5. Conclusion

In this research. we proposed a new  Data
Replication Protogol for Disaster Recovery Flanning
(DRI-DRP) 1o overcome the difficulties attached to the
existing data replication protocols, Agent echnology

was used as an aid to develop DRP-DRE. The
correctness of the DRP-DRP protocol and algorithms
were verified and the performance of DRP-DRD was
evaluated  against  synchronous  and  asynchronous
approaches. Three simulators  were  developed  for
evaluation  purposes,  The  performance  lest  was
conducted over a simulated wide arca network. The
results  showed  that  DRP-DRP has  improved
pertormance over 8 WAN, Amonyg its [eature. it may be
concluded that DRP-DRP:

« has the ability to maintain 100%  data
consistency over & WAN connection without
dramatic degradation in business application
throughput or a high increase in either
replication lateney or application lateney.

¢ has the ability to salisty business policies of
the disaster recovery plan.

= has the ability to adapt to the network
dynamiv changes.

It is also worth noticing that DRP-DRP can be
considered as a peneric method and can be applicd to
implerment different kinds ol applications wherever
there is a priority among the data or processes in a
distributed enviranment,

A number of aspects that can be Turther researched
include methods for maintaining data  consistency
among multiple sites, choosing the appropriate size tor
a mohile agent, replicating unstructured data such s
tites, and having only a partial storage on the secondary
stte.
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